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ABSTRACT

In this paper we report on research on road extraction at TUM (Technische Universit¨at München). We propose
a scheme for road extraction in rural areas that integrates three different modules with specific strengths. The
first module employs local grouping and uses multiple scales and context to reliably extract most parts of the
road network. In order to connect these parts, the second module exploits the network characteristics of roads
for global grouping. The third module completes the network based on an analysis of path lengths within the
network. An evaluation of the results shows that the system benefits from the integration of different types of
knowledge within the road extraction scheme. In addition to the scheme for rural areas, we present first results
of an approach for road extraction in urban areas that focuses on the substructure of roads (markings, lanes)
and related objects (vehicles).

1 INTRODUCTION

In the past, the automation of road extraction from
digital imagery has received considerable attention.
Research on this issue is motivated by the increasing
importance of geographic information systems (GIS)
and the need for data acquisition and update for GIS.

This paper is a compilation of research on fully au-
tomatic road extraction from aerial and satellite im-
agery that has been carried out at TUM (Technische
Universität München) and in which Heinrich Ebner
has been significantly involved. For road extraction
in rural areas we combine three different approaches,
use them as modules of an integrated road extrac-
tion scheme, and show how they support each other.
The first module uses multiple scales and context
information for road extraction and is based on lo-

cal grouping of lines (hypotheses for road axes) and
edges (hypotheses for roadsides) (Steger et al., 1995,
Baumgartner et al., 1997, Mayer and Steger, 1998,
Baumgartner et al., 1999). It was developed for pan-
chromatic aerial imagery with a resolution of approx-
imately 0.5 m or smaller. It delivers quite reliable hy-
potheses for roads with a good geometric accuracy.
The second module fuses linear structures from vari-
ous sources and constructs a weighted graph. Pairs of
seed points within this graph are selected and shortest
paths between these seed pairs are extracted to con-
struct a road network. Compared to the first mod-
ule, the second module relies on more global group-
ing criteria (Steger et al., 1997, Wiedemann and Hinz,
1999). The third module completes the road network
delivered by the second module. It generates hy-
potheses for missing connections and verifies these
hypotheses based on the image data (Wiedemann,



1999).

Because of the higher complexity of urban scenes,
road extraction is much more difficult there than in
rural areas. In many cases, roadsides (edges) and
road axes (lines) cannot be detected or their relation to
roads cannot easily be recognized. In fact, in urban ar-
eas substructures like markings or other objects, e.g.,
vehicles or buildings, often provide the most impor-
tant image features for road extraction. Based on this
experience we are developing a module for road ex-
traction in urban areas. This module starts with the
extraction and grouping of road markings and there-
fore can only be applied to images with a ground res-
olution of 0.2 m or smaller. The markings are then
used to construct lanes and roads (Hinz et al., 1999).
In addition, knowledge about relations between lanes
and vehicles is used to verify the hypotheses for lanes
and roads.

References to the most relevant previous work for the
modules used in the road extraction scheme proposed
here can be found in the above cited papers. A com-
prehensive survey on models and strategies for state-
of-the-art road extraction is given in (Mayer, 1998,
Mayer et al., 1998a). The different approaches cover
a wide variety of models and strategies to extract
roads automatically from digital aerial and satellite
imagery, or at least to automate parts of the manual
extraction process. The approaches show promising
parts of a road model and extraction strategy. Data
from different sources is often useful. For example,
in urban areas information derived from a digital su-
face model (DSM) may help to remove false road
hypotheses. What is missing is the use of different
resolutions of the image data, e.g., to eliminate dis-
turbances like cars on the roads. Furthermore, it has
proven to be very important, that the road model also
incorporates contextual information about roads, e.g.,
the relation to other objects that potentially change
the appearance of a road, such as buildings or trees,
which may occlude a road or cast shadows over it.
The strategy of road tracking is promising in auto-
matic approaches to bridge gaps in the extracted road
hypotheses. Local grouping is also very useful in this
case. However, the function of roads is never mod-
eled explicitly, and hence the use of global grouping
seems to be an essential step to generate a correct and
complete network.

Our road extraction scheme is based on the road
model presented in Section 2. Section 3 describes the
three modules which are used for road extraction in
rural areas and evaluates the achieved results. In Sec-
tion 4 first results of our approach for road extraction
in urban areas are presented. A short summary con-
cludes the paper.

2 MODELING ROADS

For the proposed approach, the road model comprises
explicit knowledge about geometry (road width, par-
allelism of roadsides, etc.), radiometry (reflectance
properties), topology (network structure), and context
(relations with other objects, e.g., buildings or trees).
The model described below consists of two parts: The
first part describes characteristic properties of roads in
the real world and in aerial imagery, and represents a
road model derived from these properties. The sec-
ond part defines different local contexts and assigns
those to the global contexts. In this way, the complex
model for the object road is split into sub-models that
are adapted to specific contexts.

A description of roads in the real world can be de-
rived from their function for human beings: roads are
defined as an open passage for vehicles, persons, or
animals. They are important for transportation be-
tween different places. Therefore, roads are organized
as a network. The denser an area is inhabited and the
more intensively it is used, the denser the road net-
work is. With respect to their importance, network
components are classified into a hierarchy of differ-
ent categories with different attributes. According to
the different categories, roads differ with respect to
curvature radius and maximum allowed slope. Some
important attributes for parts of the road network are
the type and state of the road surface material, exis-
tence of road markings, sidewalks, and cycle-tracks,
or legal instructions, such as traffic regulations.

The appearance of roads in aerial imagery strongly
depends on the sensor’s spectral sensitivity and its
resolution in object space. In the proposed model
only gray-scale images and scale dependencies are
considered. In images with low resolution, i.e., more
than approximately 2 m per pixel, roads mainly ap-
pear as lines that form a more or less dense net-
work. Contrary to this, in images with a higher res-
olution, i.e., less than 0.5 m, roads are projected as
elongated homogeneous regions with almost constant
width. The attainable geometric accuracy is better,
but background objects like cars, trees, or buildings
disturb the road extraction more severely.

In a smoothed image — which corresponds to a re-
duced resolution — lines representing road center-
lines can be extracted in a stable manner even in the
presence of these background objects, because the
smoothing eliminates substructure of the road, e.g.,
vehicles or markings. This elimination of substruc-
ture can be interpreted as abstraction, i.e., the ob-
ject road is simplified and its fundamental character-
istics are emphasized, as shown in (Mayer and Steger,
1998).
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Figure 1: Road model

From the last paragraph it follows that the fusion of
low and high resolution can contribute to improve
the reliability of road extraction. Additionally, details
like road markings, which can be recognized at a res-
olution of smaller than 0.2 m, can be used as further
evidence to validate the detected road hypotheses. On
one hand, using multiple resolution levels improves
the robustness of the road extraction. On the other
hand, it results in different features at each resolution
level, and this makes it necessary to combine all fea-
tures of all resolution levels into one road model.

2.1 Road Model

The road model condensed from the findings above is
illustrated in Fig. 1. This road model describes ob-
jects by means of “concepts,” and is split into three
levels defining different points of view. Thereal
world level comprises the objects to be extracted and
their relations. On this level the road network con-
sists of junctions and road links that connect junc-
tions. While road links are directly constructed from
road segments, junctions are further specialized into
simple and complex junctions. In fine scale, road seg-
ments as well as complex junctions are aggregated
from lanes, which consist of pavement and markings.
For markings there are two specializations: Symbols
and line-shaped markings. The latter define — de-

pending on their orientation with respect to a lane seg-
ment — either the side of a lane segment (if parallel)
or they define a lane segment’s end (if orthogonal).
The concepts of the real world are connected to the
concepts of thegeometry and materiallevel viacon-
crete relations (Tönjes, 1997), which link concepts
representing the same object on different levels. The
geometry and material level is an intermediate level
which represents the 3D-shape of an object as well
as its material (Cl´ement et al., 1993). The idea be-
hind this level is that in contrast to theimage level
it describes objects independently of sensor charac-
teristics and viewpoint. Road segments are linked to
the “straight bright lines” of the image level in coarse
scale. In contrast to this, the pavement as a part of a
road segment in fine scale is linked to the “elongated
bright region” of the image level via the “elongated
concrete or asphalt region.”

Whereas the fine scale gives detailed information, the
coarse scale adds global information. Because of
the abstraction in coarse scale, additional correct hy-
potheses for roads can be found and sometimes also
false ones can be eliminated based on topological cri-
teria, while details, like exact width and position, or
markings, are integrated from fine scale. In this way
the extraction benefits from both scales.
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2.2 Context Model

The road model presented above comprises know-
ledge about radiometric, geometric, and topologi-
cal characteristics of roads. This model is extended
by knowledge about context. The context describes
the relations between roads and background objects.
Background objects, like buildings, trees, or vehi-
cles, can support (e.g., usually there is a road to every
building), but also interfere with road extraction (e.g.,
a building occludes a part of a road; roofs might look
similar to roads). This interaction between road ob-
jects and background objects is modeledlocally and
globally.

With the local context, typical relations between a
small number of road and background objects are
modeled. Situations, in which background objects
make road extraction locally difficult are in an open
rural area, for example, a paved entrance to an agri-
cultural field. Driveways to buildings are more likely
to cause problems in suburban and urban areas. Here,
buildings and sidewalks or cycle tracks are organized
mostly in parallel to roads. Groups of cars or trucks
occlude extended parts of roads. Depending on the
employed context model, such situations are poten-
tially hindering or supporting road extraction. Fig-
ure 3 illustrates some of the used local contexts. For
example, the local contextocclusionshadowmodels
a situation in which a high object occludes a part of a
road or casts a shadow on a road. Other local contexts
are, e.g.,building drivewayroad, vehicleon road,
or sidewalk/cycle-trackparallel to road. These ba-
sic local contexts can be aggregated into more com-
plex local contexts, in which, for example,occlu-
sion shadowandbuilding drivewayroad segmentin-
teract.

Relations to background objects and their relevance
for road extraction also depend on the region where
they occur. As mentioned above, roads in urban or
suburban areas have a quite different appearance from
roads in forest areas or in open rural areas. The differ-
ences in appearance are partly consequences of dif-
ferent relations between roads and buildings. For
instance, in downtown areas, buildings typically are
closer and more parallel to roads. This paper proposes
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Figure 3: Local contexts: a)occlusionshadow, b) ve-
hicle on road, c) building drivewayroad segment.

to use different local contexts for different areas, i.e.,
different global contexts. Here,urban, forest, andru-
ral contexts are distinguished. The global context is
not only relevant for the importance of the local con-
texts, but also for the extraction of objects. Experi-
ence shows that approaches that are suitable for road
extraction in rural areas usually cannot be applied in
other global contexts without modifications. In for-
est or urban areas other parameter settings might be
necessary or, more likely, even a completely different
approach is required. Thus, it is clear that the global
context enables a more efficient use of the knowledge
about roads. In Fig. 2, some frequently occurring lo-
cal contexts are assigned to the global contexts.

Note, however, that the use of knowledge about lo-
cal context and the verification of specific relations
between local objects will in most cases be possible
in high resolution imagery only, because the image
features that contribute to the local context are usu-
ally not very prominent. Therefore, the local con-
text is more tightly connected to the high resolution,
whereas information about global context usually can
be derived from images with a resolution> 2 m and
is useful to guide the road extraction in both scales.
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Figure 4: a) Aerial image, b) Manually plotted reference network

3 ROAD EXTRACTION IN RURAL AREAS

For road extraction in rural areas we arrange three
modules into a processing chain. The first two
modules were designed to extract roads from aerial
or satellite imagery without any prior information,
which could, for example, be provided by a GIS. Both
modules can be applied independently, too. How-
ever, there are significant differences between these
two modules concerning the required input data and
the strategy that is applied. This is why it is useful
to combine them. The third module is able to ana-
lyze an extracted or already existing road network. It
generates hypotheses for missing road segments and,
moreover, is able to verify these hypotheses based on
image information using the second module.

The image for which we exemplify the strategy of the
individual modules and the combination of the three
modules is shown in Fig. 4 a). It is a pan-chromatic
aerial image covering an area of about 5 km2 with a
ground resolution of approx. 0.5 m. The quality of the
results is evaluated by comparing the extracted road
network to a manually plotted reference (Fig. 4 b).

3.1 Strategy

The knowledge about how and when individual parts
of the model can be exploited optimally is condensed
into the extraction strategy. The basic idea of the pro-
posed strategy is to focus the extraction process on
those parts of the road network that can be detected
most easily and reliably, and that are in addition use-
ful to guide the further extraction. How difficult the
extraction of a certain feature is depends strongly on

the context in which it is to be extracted. In urban
and forest areas knowledge about geometry and radio-
metry alone is often insufficient because of occlusions
and shadows. On the other hand, with a simple model,
relying only on attributes of the road itself, good re-
sults can be expected for rural areas. According to
the “easiest first” principle, salient road segments are
extracted first, then connection hypotheses, i.e., the
non-salient road segments, between the salient parts
of the road network are captured, and finally the re-
sulting network is analyzed and completed.

The first module (Sect. 3.2) starts with edge and line
extraction and selects candidates for roadsides by lo-
cally fusing edge and line information, i.e., the scale-
space behavior of roads is employed. From these
roadsides initial hypotheses for road segments are de-
rived which are then grouped using knowledge about
radiometry, local geometry, and local context. The
second module (Sect. 3.3) combines the results of
the first module with the extracted lines and then en-
forces the network characteristics of roads, i.e., in-
stead of employing purely local criteria, knowledge
about global connectivity is used. The third module
(Sect. 3.4) is used to check and improve the road net-
work delivered by the second module with respect to
its fitness for use, i.e., hypotheses for missing road
segments in the network are generated and verified.

3.2 Module I: Local Extraction

The road extraction module described in this section
combines line and edge extraction to detect hypothe-
ses for salient roads, i.e., the parts of the road network
that are clearly visible in the image (Sect. 3.2.1). By



(a) (b)
Figure 5: a) Input to the fusion: lines from coarse scale (black), edges from fine scale (white). b) Hypotheses
for road segments.

applying local grouping criteria and additional infor-
mation about local context, non-salient road segments
are also extracted (Sect. 3.2.2). With the extraction of
junctions (Sect. 3.2.3), a road network is constructed
which is then used as input for the second module.

3.2.1 Salient Roads On the local level we use
lines and edges as image features to construct road
segments. According to the road model, apart from
the original image also a version of the image with
a reduced resolution is used. The lines extracted
in the reduced-resolution image with a pixel size of
about 2 m guide the selection of edges extracted from
the original resolution that are candidates for road-
sides (see Fig. 5 a). In order to reduce the amount of
data, lines and edges are approximated by polygons.
Here, the term “edge” is used for an individual seg-
ment of an edge polygon. Edges that are candidates
for roadsides must fulfill the following criteria:

• The distance between pairs of edges must be
within a certain range. Minimum and maximum
distance depend on the classes of roads to be ex-
tracted.

• The edges have to be almost parallel, i.e., there
is an overlap and the differences in the direction
of the edges is small. The employed threshold
decreases for longer edges because the direction
is the better defined the longer an edge is.

• The area enclosed by a pair of parallel edges
should be quite homogeneous in the direction of
the road.

• In addition, in the middle of each pair of can-
didates for roadsides, a corresponding line must
exist in the reduced resolution.

The selection of edges as roadside candidates is done
by a local fusion of line and edge extraction. This
local fusion is described in detail in (Steger et al.,
1995). The fusion of lines from low resolution and
edges from high resolution has proven to be very use-
ful in order to obtain reliable results.

From the roadsides, road segments are constructed
(Fig. 5 b). The road segments consist of quadrilat-
erals which are generated from parallel roadside can-
didates. Quadrilaterals sharing points with neighbor-
ing quadrilaterals are connected. The geometry of the
road segments is represented by the points of their
medial axes, attributed by the road width. These road
segments are the semantic objects that are used as in-
put for the extraction of the non-salient parts of the
road network.

3.2.2 Non-salient Roads In the previous step
only a small part of the knowledge about roads was
exploited. The extracted road segments are clearly
visible in the image, and have a high probability for
being roads based on local criteria. Non-salient roads
are the parts of the road network that could not be
extracted due to a lack of suitable image features.
For the extraction of non-salient road segments, ad-
ditional knowledge about roads must be applied. We
assume that non-salient roads correspond to gaps be-
tween salient road segments. Therefore, the extrac-
tion of non-salient roads is equivalent to the problem



of linking salient roads extracted in Sect. 3.2.1. In ad-
dition to the extraction of non-salient road segments,
we want to eliminate incorrect hypotheses for salient
road segments.

Most of the road segments derived from the fusion
of line and edge extraction are not directly con-
nected and are quite short. The linking of correct
and the elimination of false hypotheses is achieved
by grouping the salient road segments into longer
segments. The grouping is done according to the
“hypothesize and test” paradigm. Hypotheses about
which gaps should be bridged are generated start-
ing with geometric criteria (absolute and relative dis-
tance, collinearity, width ratio) and radiometric crite-
ria (mean gray value, standard deviation). Because in-
formation about only two road segments is involved,
we call this local grouping, in contrast to the grouping
in Sect. 3.3 which additionally uses global criteria.
The hypothesized road segments are verified in the
image. The verification consists of up to three stages:
In the first stage, radiometric properties of the new
segment are compared to the segments to be linked.
The geometry of the new segment is defined by the di-
rection at the endpoints of the segments to be linked.
If the radiometric attributes do not differ too much,
the connection hypothesis is accepted. Otherwise, the
verification switches to the second stage. Here, a so-
called “ribbon snake” is applied to the gradient image
to find an optimum path for the link. If this verifica-
tion also fails, a third stage is used, in which we try to
derive an explanation by local context. The local con-
text is used as last and weakest verification method to
explain and close gaps.

According to the above mentioned criteria, hypothe-
ses for connections are generated and verified itera-
tively. For every new iteration the allowed maximum
length of a gap to be bridged is increased, while the
thresholds for other criteria are only slightly relaxed.
To avoid hard thresholds for a single criterion in the
evaluation of a hypothesis for a connection, all crite-
ria are combined into one value. In parallel to increas-
ing the maximum length of the gaps that are allowed
to be bridged, short and unconnected hypotheses for
road segments, i.e., hypotheses that are false with a
high probability, are eliminated. Figure 6 displays an
intermediate result of the grouping of the road seg-
ments. This mainly collinearity-based strategy some-
times fails, especially for curved segments.

After increasing the threshold for the absolute dis-
tance, in the following iterations the constraints for
collinearity are relaxed as well. During this phase
of the grouping, snakes, (Kass et al., 1988), espe-
cially ribbon snakes, become increasingly important.
Snakes work according to the principle of energy
minimization: The so-called “internal energy” en-

Figure 6: Road segments, intermediate result

forces geometric constraints, e.g., smoothness of a
path. In contrast, the so-called “external energy” pulls
the snake towards image features. By minimizing in-
ternal and external energy simultaneously, geometric
properties and image information are fused. As an
extension to the conventional snake, the ribbon snake
has an additional parameter for the width at each line
point. The image features the ribbon snake is at-
tracted to are anti-parallel edges on both sides of its
center line. By using ribbon snakes, road extraction
becomes feasible for very fragmented edges and in
cases where only one roadside is visible. Bridging a
gap between two road segments is performed in two
phases: In the first phase, the width of the ribbon is
fixed and only the position of its axis is optimized.
This is done in analogy to a zip-lock, but starting from
both ends. , c.f., “zip-lock” snake in (Neuenschwan-
der et al., 1995). The zip-lock behavior of the ribbon
is achieved by splitting the ribbon in active and pas-
sive parts. Only the active parts are optimized. Fig-
ure 7 illustrates the zip-lock ribbon.

In the second phase, only the width is optimized, i.e.,
adapted to the image features. The hypothesis is ac-
cepted if the variance of the width is still low after this
second step. Figure 8 shows that this is possible even
if the roadsides do not correspond to strong edges in
the image. A more detailed description of this tech-
nique is given in (Mayer et al., 1998b).

In cases in which the evidence in the image is in-
sufficient to confirm a connection hypothesis, infor-
mation about the local context of the particular road
segment is considered. A plausible explanation must
be given why too little evidence for a road exists in
the image. If this explanation was found, the gap is
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Figure 7: Optimization steps of a “zip-lock” ribbon.
(a)-(c) Dotted lines indicate the passive part of the rib-
bon. White parts are currently optimized. Black ends
indicate the result of the optimization so far. (d) Final
result

(a) (b)

(c) (d)
Figure 8: Extraction ofnon-salientroads. (a) Selec-
tion of initial hypothesis (b) Optimal path; (c) Verifi-
cation by optimization of width (d) Selection of hy-
pothesis with constant width

bridged. In this case, especially the local contextoc-
clusion shadowis important. The main part of the in-
formation needed can be derived from a DSM and in-
formation about when and where the image was taken
(Eckstein and Steger, 1996). With this information,
shadowed and occluded areas can be predicted and

used to explain the gap. However, the information
about background objects is not required with a high
level of detail and accuracy.

3.2.3 Road Junctions After the generation of hy-
potheses for connections and their verification, the
road network must be constructed, i.e., the junctions
that link the roads must be extracted. The generation
of hypotheses for junctions is mainly based on geo-
metric calculations: Extracted road segments are ex-
tended at their unconnected end points. The length of
the extension depends on length and width of the par-
ticular segment. If an extension intersects an already
existing road segment, a new road segment is con-
structed, which connects the intersection point with
the extended road (Fig. 9). The verification of these
new road segments is done in the same manner as for
the gaps.

(a)

(b)

Figure 9: a) Road segments (white) and extensions
(black, dotted) b) Road segments and final junctions

Ideally, after this step all road hypotheses are con-
nected, and there is a path between every pair of
points on the extracted road network. However, such
a result cannot be expected (see Fig. 10) in real exam-
ples. First, because of the limited size of the images
some of the nodes will lie outside of the image. Sec-
ond, the results are not error-free. Especially in ur-
ban and forest areas only fragments of the network are
likely to be extracted. Because the extraction is pri-
marily based on local information and is reliable only
in rural areas, the network characteristics of roads
are not optimally exploited. However, within a lim-
ited scope it is possible to use topological relations to
rate the importance of the roads in the network and to
eliminate some of the remaining false hypotheses.

Up to now primarily local criteria were applied to
construct a road network. In Sect. 3.3 we make use of



Figure 10: Road axes and junctions

global topological properties of roads to further im-
prove the results with respect to the connectivity of
the road network.

3.3 Module II: Global Extraction

The intrinsic function of roads is to connect differ-
ent “important places,” even if they are far away from
each other. Hence, roads form a (hierarchical) net-
work that is mostly optimized to provide an economic
and convenient way for reaching different places. Be-
cause of this property, searching for the globally best
connection between such places is an essential step
for road extraction. Moreover, since there usually ex-
ists only one good connection between two “impor-
tant places” (at least in open rural terrain) we restrict
the search to the best connection between two places.

However, as described in the previous section, the
first module does not make use of this property of
the road network. Furthermore, a resolution smaller
than approximately 0.5 m is needed for the extraction,
which might not be available in every case. Thus, the
system should not exclusively rely on the results of
the local level. In the next step, a module is applied
which was independently designed for the extraction
of roads from multi-spectral satellite imagery (Wiede-
mann and Hinz, 1999). Due to the generally lower
resolution of satellite images, only the basic shape
and reflectance features of roads are used, whereas
the global topology of roads, i.e., the roadnetwork,
plays the major role.

The module incorporates a flexible design in order to
integrate and process road-like structures from vari-
ous sources, e.g., lines extracted from different chan-

nels having different resolutions and results of other
road extraction modules. This flexibility allows us to
integrate the road extraction results obtained by the
first module, as described in Sect. 3.3.2.

Having these requirements in mind, the following ex-
traction strategy has been developed: First, bright
lines are extracted and processed in order to build up
road segments. In contrast to Sect. 3.2, these road seg-
ments are exclusively based on coarse scale (see also
Fig. 1) and therefore, they are less constrained but
also less reliable. Hence, a fusion operation merges
these road segments with the road segments resulting
from the more precise local extraction. After fusion
a weighted graph is constructed from the remaining
road segments and from connection hypotheses be-
tween them. Then, pairs of “important places” are se-
lected and the optimal path between each pair is cal-
culated. The extracted road network results from the
combination of all optimal paths computed through
the graph. In the following, a detailed description of
each step is given.

3.3.1 Low Level Processing Module II usually
starts with line extraction from the low resolution im-
age. It is performed using the differential geometric
approach of (Steger, 1998) which returns lines as a set
of pixel chains and junction points in sub-pixel preci-
sion. Additionally, local line attributes like width, di-
rection, and contrast are obtained at each line pixel.
Of course, the result is not complete and contains
false alarms, i.e., some roads are not extracted and
some extracted lines are not roads.

Instead of the described line extraction step, we can
also use the lines extracted in Sect. 3.2. There, only
the line position was needed to construct the salient
road segments, whereas now we will make use of the
line attributes, too.

During the next step, road segments are generated
from the lines and their attributes. The attribute val-
ues are used to include additional evidence about the
presence of roads into the grouping process at a later
stage. Therefore, it is advantageous if the lines com-
pletely correspond either to roads or to linear struc-
tures not being roads, i.e., lines should be split at the
point where they might cross the roadside. A careful
analysis of the behavior of several line attributes has
shown that the most significant feature for a change in
the line semantics (“road”/ “non-road”) is high curva-
ture. Hence, lines are split at points in which the di-
rection difference between two consecutive polygon
points on the line exceeds a given threshold. Note that
this procedure does not eliminate any part of a line. A
line might be erroneously split, i.e., the line is split al-
though it completely belongs to a highly curved road.
However, there is still a high probability that the split



parts are joined again at a later stage if they are found
to be part of the paths computed during road network
generation.

Each resulting line defines a road segment. The fol-
lowing attribute values are calculated to obtain an ex-
tended description of each road segment:

• length,

• straightness, i.e., standard deviation of its direc-
tion,

• width, i.e., mean width of the extracted line,

• width constancy, i.e., standard deviation of the
width,

• reflectance constancy of a road segment, i.e.,
standard deviation of the intensity values along
the segment,

3.3.2 Fusion In this step, we combine the road
segments obtained from the previously extracted lines
with the road segments of the local extraction. After
the fusion, both types of road segments are contained
in one set of linear road data. Segments or parts of
segments that lie within a buffer with a suitably cho-
sen width are candidates for a unification. In addi-
tion, if two candidates have a direction difference less
than a certain threshold they are unified. Otherwise,
they are checked for an intersection. Since the road
segments achieved from the low resolution image are
less constrained, a more complete network might be
extracted compared to the results of the local extrac-
tion.

3.3.3 Graph Representation From the fused
road segments, a graph is constructed. The road seg-
ments define the edges of the graph, and their end
points represent the set of vertices. In case of junc-
tions, i.e., if two or more road segments end in the
same point, only one vertex of the appropriate degree
is inserted in order to preserve the topology.

The attribute values of the road segments are used to
weigh the graph by associating every edge with a sin-
gle weight. This is done by defining linear fuzzy func-
tions ranging from 0 to 1 for transforming the attribute
values into fuzzy values. These fuzzy values are ag-
gregated by the fuzzyand operation into one overall
fuzzy value for each edge. An overall fuzzy value 1
stands for a road segment that matches the road model
perfectly and 0 means that the road segment should
not be considered any further.

The following phase of processing addresses the
preparation of the graph for detecting possibly miss-
ing road junctions at a later stage. Due to deviations

from the road model, some of the road junctions, es-
pecially the larger ones, might have been missed dur-
ing the detection. Junctions are, however, an essen-
tial topological part of the road network. Hence, con-
nection hypotheses should be formed in situations in
which a junction might be present. For this reason,
the edges of the graph are split at points which can
be regarded as a priori candidates for junctions, and
a new vertex of degree 2 is inserted. As an example
consider point P in Fig. 11 that lies on segment S1
closest to the end of segment S2.

S2

S1 P

Figure 11: Candidate for a junction

A reliable decision whether a junction candidate truly
represents a road junction is not possible at this stage
of processing. A false candidate can, for instance,
be caused by a blunder, e.g., by other linear struc-
tures close to a road like certain kinds of vegetation.
However, the splitting of a road segment affects its
attributes, e.g., its length, which leads to an incorrect
evaluation in such cases. Therefore, the fuzzy value
of a split edge is inherited.

Ideally, the resulting weighted graph comprises the
whole road network (and possibly other less weighted
linear structures). In practice however, some parts
of the road network remain undetected, since a road
model can hardly cover the full variety of a road’s ap-
pearance. Hence, we generate and evaluate additional
connection hypotheses between edges of the graph
(see Fig. 12). The following criteria are introduced
to measure the quality of a hypothesis:

• the direction difference between adjacent road
segments; either collinearity (within a road) or
orthogonality (at a T-junction) are assumed as
reference,

• the absolute length of a connection,

• the relative length of a connection compared to
the length of the adjacent road segments with the
lower weight,

• an additional constraint which avoids that a con-
nection hypothesis is assigned a higher weight
than its adjacent road segments.



(a) Weighted graph of road segments, (b) with inserted connection hypotheses
Figure 12: Weighted graph (dark=high rating, bright=low rating)

As above for road segments, linear fuzzy functions
are defined to obtain individual fuzzy values for each
criterion, which are then aggregated into an overall
fuzzy value by the fuzzyand operation. A special
case is the evaluation of the direction difference be-
tween two road segments. In order to either prefer the
continuation of a road or to support a possible road
junction, a fuzzy function with two peaks is defined
(e.g., at 0◦ and 90◦), one supporting the collinearity
of two segments and one supporting their connectiv-
ity with respect to a T-junction, see Fig. 13. Since a
connection hypothesis can represent only one of these
grouping principles, but not both at the same time,
the proposed examination of the direction difference
can be understood as a classification of the connec-
tion hypotheses in road connections and junction con-
nections, whereby each connection is associated with
a fuzzy value. Depending on this classification one
may choose different parameter settings of some of
the other fuzzy functions, e.g., for evaluating the ab-
solute distance.

3.3.4 Road Network Generation The extraction
of the road network relies on the selection of “impor-
tant places,” i.e., seeds, which are then connected by
the optimal path through the network. Such places
are usually buildings, industrial areas and other sites
of interest. Since this approach exclusively deals
with roads without considering additional objects,
i.e., context, we define “important places” as road
segments that represent portions of the road network
with high probability. An indication for the proba-
bility of a road segment being truly a road is its fuzzy
value. Hence, all road segments yielding a high evalu-
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Figure 13: Fuzzy function for evaluating direction
difference

ation are chosen as seeds for road network generation.
Note that this threshold can be derived from semanti-
cally meaningful and reasonable parameters using the
same fuzzy functions as before, e.g., by demanding
that a seed must have a given minimum length.

Since the image domain only covers a part of the
whole road network, it might happen that several dis-
connected sub-networks are visible in the image in-
stead of one complete road network. Thus, the strat-
egy for road network extraction should be able to ex-
tract disconnected road networks but should incorpo-
rate the function of roads connecting places far away
from each other. To this end, only those pairs of seeds
are considered for path calculation that guarantee that
the length of the resulting path exceeds some suitably
chosen threshold, e.g., 1 km. A lower bound of the
respective path length can be obtained without exe-
cuting path calculation by summing the length of both
road segments and the minimal distance between their



endpoints (see Fig. 14). By this means, larger isolated
parts of the road network can be detected without los-
ing the postulated globality of the proposed grouping
algorithm.

S1

S2
C

Figure 14: Minimum path length: lmin = lS1 + lS2 +
lC

The basic idea of the proposed algorithm for road
network generation is to find the shortest paths in
the weighted graph with suitably chosen distances.
Therefore, the weights in the graph should reflect the
true distances in the object, but depending on how a
road segment or a connection hypothesis is evaluated,
the distance between two vertices should be increased
to make it harder to bridge obviously bad links. If a
link is considered perfect, i.e., has the fuzzy value 1,
the true distance between the vertices is used. If the
link has the fuzzy value 0, its weight is set to∞. The
following formula is used to construct the weighted
graph:

wi,j =




li,j/ri,j if verticesi andj are connected
by a road segment of lengthli,j
andri,j > 0

di,j/ri,j if i andj are not connected in
the original graph andri,j > 0
(di,j is the Euclidean distance
between verticesi andj)

∞ otherwise (no edge in the graph)

wherewi,j is the weight of the edge between the ver-
ticesi andj andri,j is the corresponding fuzzy value.

The final step is the computation of the optimal path
between each seed pair. This is carried out by using
the Dijkstra-Algorithm (Knuth, 1994). The combina-
tion of all detected paths defines the extracted road
network.

The road network shown in Fig. 15 has been extracted
using the results of Sect. 3.2 and lines extracted at a
resolution of 2 m as input for the module described in
this section. When comparing Fig. 15 and Fig. 10 one
may recognize that the global extraction was able to
improve the connectivity of the network (see, e.g., the
lower left corner of the image). On the other hand,
some short portions of the road network extracted
in Sect. 3.2 have been deleted because the algorithm
could not connect them with the main part of the net-
work (see, e.g., the upper right corner). It should
also be noted that the resulting network is inhomo-
geneous with respect to the geometric accuracy since
parts of the network originate from purely geometry-
based gap bridging without considering the radiomet-

ric content in between. This implies that a final verifi-
cation of the bridged gaps using similar criteria as in
Sect. 3.2 should be used. A more detailed quantitative
evaluation and comparison is given in Sect. 3.5.

Figure 15: Result after global grouping.

3.4 Module III: Network Completion

Despite the local and global grouping described in the
preceeding sections, the resulting road network is in
general still incomplete and fragmented. Complete-
ness and connectivity of the extracted network can
be further improved by the use of the global network
structure of roads.

The division of labor in our modern business world
demands a transportation network that allows fast,
cheap, efficient, and secure transports. The same
characteristics are expected by the people for their
daily ride to work, for shopping, and for their trips
to recreation areas.

Additional factors that influence the design of the
transportation network are, e.g., local topography,
land use, and environmental conservation. All these
requirements are taken into account for the develop-
ment of the road network (as part of the whole trans-
portation network). Therefore, they can and should be
used for the extraction of road networks from images.

In this section, an approach is presented for the com-
pletion of extracted road networks. It is based on
the function of roads as part of the transportation net-
work. A strategy for the generation of link hypothe-
ses is proposed which makes use of this function of
roads. These hypotheses are verified based on the im-
age data.



3.4.1 Generation of link hypotheses As an ex-
ample for the proposed algorithm consider Fig. 16.
Figure 16a shows a part of a sample network which
consists of four nodes (A, B, C, D) and three edges
(AB, BC, CD). In the first step, between all possible
pairs of points which lie on the network (the nodes
A, B, C, and D in the example) the distance along
the shortest path within the existing network (network
distance,nd) as well as the distance along a hypo-
thetical optimal path (optimal distance,od) are cal-
culated, where, e.g.,ndBD is the sum ofndBC and
ndCD (see Fig. 16b). These distances are intended
to quantify the requirements for fast and cheap trans-
ports as well as the additional factors influencing the
road network design mentioned above. Therefore, the
network distance depends on the actual length and
road class along which the shortest path has been
found. The optimal distance depends, besides the ac-
tual distance between the two points, on factors like
topography, land use, and environmental conserva-
tion, provided that such information is reliably avail-
able.

In the second step, preliminary link hypotheses are
defined between each possible pair of points. A so-
called “detour factor” is calculated for each prelimi-
nary link hypothesis according to the following defi-
nition:

detour factor=
network distance
optimal distance

In Fig. 16c the detour factors for all preliminary link
hypotheses are shown. For reasons of simplicity, both
the network distance and the optimal distance are
set to the Euclidean distance between the respective
points.

The third step consists of a selection of potentially rel-
evant link hypotheses. The selection is based on the
assumptions that only links that have a locally maxi-
mum detour factor are of interest and that there is no
preferred direction within the road network. Based
on these assumptions, a non-maximum suppression
(NMS) is performed on the set of preliminary link
hypotheses: a link hypothesis is only kept if there is
no competing link hypothesis that has a higher de-
tour factor. Competing link hypotheses are prelim-
inary link hypotheses between one end point of the
preliminary link hypothesis under investigation and a
point adjacent to the other end point.

In the above example only the link hypothesis AD
passes the NMS (see Fig. 16d). In general, however,
more than one link hypothesis will be kept. All these
link hypotheses are sorted according to their detour
factor and the one with the highest detour factor is
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Figure 16: Hypothesis generation: a) Sample Net-
work; b) Network distances and optimal distances; c)
Detour factors for all preliminary link hypotheses; d)
Link hypothesis

sent to a module that verifies the link hypothesis based
on the image data (see Sect. 3.4.2). If the link hypoth-
esis is rejected, the next one (the one with the sec-
ond highest detour factor) is sent to the verification
module, and so on. If a link hypothesis is accepted
(and geometrically improved according to the image
data), it is inserted into the road network. This inser-
tion changes the whole topology of the road network.
Therefore, the procedure of generating link hypothe-
ses has to be repeated from the beginning. Link hy-
potheses already rejected are not taken into account
anymore in the following iteration. The iterative pro-
cess of determining link hypotheses with maximum
detour factor and verifying them can be stopped if it
is likely that no further link hypothesis will be ac-
cepted by the verification module. In general, this
state cannot be predicted reliably, but it can be esti-
mated roughly, e.g., based on the highest detour factor
which occurs in the current iteration.

3.4.2 Verification of link hypotheses The verifi-
cation of the link hypotheses must be done based on
the image data. It should provide the information if
the link hypothesis can be accepted or not, and, in the



case of acceptance, the exact geometry of the con-
necting road. Because of the modular design of the
whole approach, every road extraction tool which is
able to extract a road between two given points and
which provides some kind of self-diagnosis in order
to decide whether the connection can be accepted or
has to be rejected can be used to verify a link hypoth-
esis.

Here, the road extraction approach described in
Sect. 3.3 is used for the verification of the link hy-
potheses. The seeds that are necessary for the ex-
traction of roads using this approach are given by
the two end points of the link hypothesis. To verify
the link hypothesis, the optimal path between the end
points of the link hypothesis is calculated through the
weighted graph (see Sect. 3.3.4). If the graph pro-
vides no connection between the two end points, the
link hypothesis is rejected. If a path can be found, the
link hypothesis is accepted, geometrically improved,
i.e., replaced by the extraction result, and inserted into
the road network.

To avoid the extraction of an already existing connec-
tion and to reduce the amount of computation time,
the search for a road which connects the two end
points of a link hypothesis is performed only in a re-
stricted region of interest (ROI) which contains both
end points and which is assumed to contain the con-
necting road as well.

3.4.3 Insertion of accepted link hypotheses into
the road network If a road which connects the two
end points of the link hypothesis has been found, this
new road must be inserted into the whole road net-
work.

First, all parts of the new road that are redundant with
respect to the existing road network are eliminated
(see Fig. 17). In most cases, one large part of the
new link will remain. This part is then inserted into
the network by connecting its two end points directly
with the respective nearest points of the road network.
If this point is not an end point of a road, a new junc-
tion is inserted into the road network. In cases where
more than one part of the new link exists, all these
parts are inserted into the network as described above.
If the whole new link has been eliminated, no part can
be inserted into the road network, i.e., the respective
link hypothesis is rejected.

3.4.4 Results Figure 18 shows the result of the ap-
proach applied to the extracted road network derived
in the preceeding sections (see Fig. 15); the refer-
ence data for this road network are given in Fig. 4 b).
The verification of the link hypotheses was carried
out based on the image which was down-sampled to
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Figure 17: Insertion of a new link
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Figure 18: Result of the completion of the extracted
road network; the numbers refer to Fig. 19

a ground pixel size of 2 m. Most of the gaps within
connected components were closed.

In Fig. 19 three link hypotheses are shown projected
on the downsampled image that was used for the ver-
ification of the hypotheses. The black lines represent
the incomplete road network and the two white points
are the endpoints of the link hypothesis. If the link
hypothesis was accepted, a white line displays the
geometrically improved link that is inserted into the
road network. The first example (see Fig. 19 a) shows
the upper link hypothesis at the right image border
of Fig. 19, which has been accepted. The initial ex-
traction failed because of occlusions and shadows cast
on the road. The verification module was able to ex-
tract the missing part of the road correctly based on
the knowledge that a connection is topologically de-



sirable. The link hypothesis from the upper left corner
of Fig. 19 is displayed in Fig. 19 b). In this case, the
varying road width and partly missing roadsides pre-
vented the extraction of the missing part. Again, this
link was accepted correctly. The third example (see
Fig. 19 c) shows the rejected link hypothesis from the
lower right image border of Fig. 19. Although it was
proposed due to the network topology, no road which
directly connects the two end points of the link hy-
pothesis could be detected by the verification module.
This example underlines the necessity for a verifica-
tion of the link hypotheses based on image data.

3.5 Evaluation

Internal self-diagnosis and external evaluation of the
obtained results are essential for any automatic sys-
tem. In the long run these factors are of major im-
portance for the introduction of the system into prac-
tice. Both, internal self-diagnosis and external evalu-
ation should yield quantitative measures which make
different results commensurable. Here, we deal with
the external evaluation of the automatically extracted
road data by means of comparing them to manually
plotted linear road axes used as reference data. In
the following, the evaluation procedure is briefly de-
scribed. More details can be found in (Heipke et al.,
1998).

The comparison is carried out by matching the ex-
tracted data to the reference data using a so-called
“buffer method,” in which every portion of one net-
work within a given distance (buffer width) from the
other one is considered as matched. For the evalua-
tion of the road extraction results, a number of qual-
ity measures is defined based on the matching results.
Two questions can be answered by the quality mea-
sures: (1) how complete is the extracted road net-
work, and (2) how correct is the extracted network?
The completeness indicates how much of a given ref-
erence was successfully extracted, whereas the cor-
rectness is related to the probability of an extraction
result to be indeed a road.

In addition, the geometric accuracy of the extraction
is assessed. It is expressed as the RMS difference be-
tween the matched extracted and the matched refer-
ence data.

Besides the intuitively feasible measures complete-
ness, correctness, and RMS, an evaluation of the
topology of the extracted network is carried out. To
this end, two new measures are introduced:connec-
tivity andmean detour factor.

For the evaluation of the connectivity of the extracted
network, a number of pointsPi are defined equally

(a) First example (accepted)

(b) Second example (accepted)

(c) Third example (rejected)

Figure 19: Examples for verification of link hypothe-
ses



distributed within the reference network. All pos-
sible pairs of these points are examined if they are
connected in the reference network, i.e., if they lie
within the same connected component. For theseCR
pairsconnected in thereference it is checked whether
they are connected in the extracted network as well.
This yieldsCB pairs which areconnected inboth net-
works. Based onCR andCB, connectivityis defined
as

connectivity=
CB
CR

=
# of pairs connected in both networks

# of pairs connected in reference network

The optimum value of theconnectivityis 100%. The
connectivitydecreases with an increasing fragmenta-
tion of the extracted network with respect to the ref-
erence network.

For the evaluation of the topological correctness
within connected components of the extracted net-
work, the mean detour factor with respect to the refer-
ence network is calculated: the distance along the ref-
erence network (network distanceref

i,j) and the distance
along the extracted network (network distanceextr

i,j ) are
calculated between all pairs(i, j), i 6= j, of points
which are connected in both networks. The ratiori,j

between these two distances is calculated for each
pair (i, j):

ri,j =
network distanceextr

i,j

network distanceref
i,j

If ri,j is larger than one, the distance between points
Pi andPj along the extracted network is larger than
the respective distance along the reference network.
In this case it is referred to asdetour factorref

i,j (de-
tour factor with respect to the reference network). The
mean detour factoris defined as the mean of all val-
uesdetour factorref

i,j. The optimum value for themean
detour factoris 1.0.

Themean detour factorincreases with the amount of
missing connections within connected components of
the extracted network and with the degree of “wig-
gling” extraction (see Fig. 20).

In Table 1 the evaluation figures for the extracted road
network of Sect. 3.4 (Fig. 18) and for the intermediate
results of Sect. 3.2 (Fig. 10) and Sect. 3.3 (Fig. 15)
are given. The figures show no significant changes in
completenessand correctnessfrom the intermediate
results to to final result.

Extraction

Reference

Figure 20: Wiggling extraction

Sect. 3.2 Sect. 3.3 Sect. 3.4

Completeness [%] 80.68 80.55 83.24
Correctness [%] 92.66 91.34 91.24
RMS [m] 1.05 1.38 1.38
Connectivity [%] 77.41 100.00 100.00
Mean detour factor 1.43 1.18 1.04

Table 1: Evaluation of intermediate and final results

The geometric accuracy of the correct parts of the fi-
nal result is about 1.38 m, whereas the accuracy of
the results of Sect. 3.2 is about 1.05 m. The reason
for this decreasing accuracy is that all additionally de-
tected roads result either from line extraction in low
resolution (here 2 m) or from connection hypotheses
between the lines which are inserted as straight seg-
ments without considering the radiometry in between.
The global grouping step increases theconnectivity
up to 100%, i.e., all roads which are connected in
the reference are connected in the extracted network,
too. The most important contribution of the comple-
tion module (Sect. 3.4) is the significant reduction of
the mean detour factorto 1.04. This means that all
connections between two points within the extracted
network have approximately the same length as in
the reference. In terms ofcompletenessthis module
causes only a small improvement. However, it adds
road segments that are very important for the func-
tion of the network, e.g., for transportation purposes.
The strength of the local module (Sect. 3.2) are the
high completenessand correctnessrates as well as
the good geometric accuracy, which is obtained by
the use of edge extraction in addition to the line ex-
traction.

In Fig. 21, the changes from the intermediate re-
sults of Sect. 3.2, Sect. 3.3, and from Sect. 3.3 to
the final result are marked. Added road segments
are displayed as bold lines removed segments as
dotted lines. The global step adds many new seg-
ments and eliminates relatively short isolated seg-
ments (Fig. 21 a). However, some of the removed
segments were correctly extracted as roads. The seg-
ments added by the completion module are displayed
as bold lines in Fig. 21 b).

An evaluation of results on different test images has



(a)

(b)

Figure 21: Differences between intermediate and fi-
nal results (bold lines: additions; dotted lines: elim-
inations): a) Changes from Sect. 3.2 to Sect. 3.3 b)
Changes from Sect. 3.3 to Sect. 3.4

shown that the modules described in Sect. 3.2 and
Sect. 3.3 extract most of the roads in rural areas, but
often fail in urban and suburban areas. The combi-
nation of these modules with the completion module
enhances the quality of the result. The main reason
for the problems in urban areas are fragmented or
missing line-like or parallel structures, which define
the road axes and roadsides, respectively. Such struc-
tures, however, are the basic features for constructing
road segments in high as well as in low resolution.
In other words, for a successful and reliable road ex-
traction in suburban and, especially, urban areas, the
focus must be turned to another part of the model and

the strategy must be adapted accordingly.

4 ROAD EXTRACTION IN URBAN AREAS

In this section, an approach for road extraction in ur-
ban areas is proposed. In Sect. 4.1 the most obvious
differences that roads exhibit in rural and urban ar-
eas are exemplified. Based on these differences, an
extraction strategy is proposed in Sect. 4.2, which ex-
ploits the presence of markings and vehicles on the
roads. Finally, preliminary results are shown.

4.1 Appearance of Roads

The discussion of the results in Sect. 3.5 has indi-
cated that the appearance of roads in urban areas is
generally different from their appearance in rural ter-
rain. Figure 22 shows two examples of urban roads.
It is obvious that these images exhibit a more com-
plex content than scenes showing rural areas since
the number of different objects and their heterogene-
ity is much bigger. Generally, this fact implies that
more details of the road and context model must be
exploited for road extraction. In dense urban areas,
for instance, some of the roads comprise several lanes
that are linked by complex road crossings. What is
more, because of the increased number of objects the
complexity of their relations grows, too. In Fig. 22 a)
for instance, some parts of the roads are occluded by
vehicles, especially at the roadsides. Hence in this
particular case, a road is mainly defined by groups of
(parking) cars and not by parallel roadsides or by a
homogeneous surface. A similar relation is the oc-
currence of shadows cast by high buildings. A road
generally appears bright in open areas, but in the case
of shadows two problems for the extraction arise: (1)
the surface is significantly darker, and (2) strong gray
value edges of the shadow boundaries may cross the
road in almost any direction disturbing the usually ho-
mogeneous reflectance (see Fig. 22 a).

Figure 22 b) shows a different kind of problem: The
roof of the rectangular building in the center of the
image could be incorrectly identified as a parking lot
because its shape and reflectance properties match
those of a road-like object almost perfectly. Only
the combination with height data as given by a DSM
(Digital Surface Model) or, as in this case, implic-
itly given by a corresponding shadow region provides
enough information for avoiding this misdetection.

What follows is, that on one hand those features of
a road should be selected on which the influence of
the above mentioned phenomena is minimal. On the
other hand, it is very important to consider the context
objects, in particular different kinds of vehicles.



(a) (b)
Figure 22: Examples of roads in urban areas

Besides an (at least partially) homogeneous surface
and more or less densely arranged vehicles, one obvi-
ous feature of roads in urban areas are road markings.
To make use of them, we model roads and complex
junctions as a combination of several lanes consist-
ing of one or more lane segments. Dashed or solid
linear markings define the border of a lane segment.
The interior of a lane segment should either exhibit
the typical homogeneous reflectance of the pavement,
or a vehicle that occludes the pavement has to be de-
tected. The influence of high objects is considered
twice: first, roads are allowed to be partly dark be-
cause they might lie in shadowed regions, and sec-
ond, they cannot lie on locally high regions like build-
ings or dense vegetation. Occlusions, however, are
not modeled yet.

4.2 Road Extraction Based on Markings

From these components of the model, a strategy for
road extraction based on markings is derived. Pre-
conditions for a successful extraction are, of course,
that markings (1) must be painted on the roads, and
(2) they must be detectable in the image. Condition
(1) is in fact fulfilled for many roads, especially for
the larger ones in built-up areas. Condition (2) de-
pends on the circumstances when taking the image,
i.e., especially the resolution. Furthermore, it also de-
pends on objects that might occlude road markings,
e.g., large cars or trucks. Fortunately, as can be seen
from Fig. 22, if the viewing angle is not too oblique,
lanes are generally wide enough so that markings are
visible even if cars are next to them.

In our approach the extraction starts with the segmen-

tation of areas of interest based on height information
as given, e.g., by a DSM. Then, faint bright lines are
extracted and iteratively connected to groups of mark-
ings that represent the lane sides. On both sides of
every marking group a lane segment is hypothesized.
Lane segments are verified by different criteria using
geometric, radiometric, and context knowledge. Af-
ter grouping the lane segments into lanes, the global
connectivity of the lanes is checked and road junc-
tions are constructed. In the following, the individual
steps are described more in detail, and preliminary re-
sults are given.

4.2.1 Preprocessing In a first step, areas of inter-
est are segmented using the context of roads: most
buildings are higher than the road surface. There-
fore, the parts that correspond to locally high regions
in a DSM are removed from the image. In this ex-
ample, the imagery has been down-sampled from ap-
proximately 0.25 m to 3 m. The segmentation pro-
cedure compares a smoothed version of the DSM
with the original DSM and removes regions where
the height difference between both DSM versions ex-
ceeds a threshold. Both parameters, the size of the
smoothing mask and the minimum height difference,
can be derived from the expected size and height of
the buildings. Figure 23 shows the down-sampled im-
age, the DSM image, and the segmented image.

The segmentation results are then transformed to the
original image resolution, and subsequently the image
is partitioned into small patches (Fig. 24a). Note that,
based on a DSM, a variety of segmentation techniques
could be used in order to limit the search space, e.g.,
gray value morphology. Furthermore, a combination



(c) Masked image

(b) DSM in reduced resolution (3m)

(a) Original image in reduced resolution (3m)

Figure 23: Segmentation of areas of interest

with other road extraction approaches with which ap-
proximate roads positions can be derived easily is
possible at this stage.

4.2.2 Line Extraction and Grouping During the
next step, thin lines are extracted and grouped.
Fig. 24b) shows the extracted lines, which are ob-
tained using the approach of (Steger, 1998). There-
after, lines are grouped according to the perceptual
principles absolute and relative proximity and good
continuation. Basically, the algorithm works in a very
similar way like the one outlined in Sect. 3.3. Only
the selection of seeds has been changed: from the
lines and possible connection hypotheses, a weighted
graph is constructed. In contrast to Sect. 3.3, the
optimal path between every pair of vertices with de-
gree 1 is calculated. By doing so, all possible groups
of lines that show rather good continuation are de-
tected. Thereafter, all paths are combined by means
of deleting identical parts of different paths and split-
ting paths at intersections. The resulting set of unique
and topologically consistent paths serves as input for
the next iteration. A new graph with new connection
hypotheses is constructed and the path calculation is
carried out again. This procedure is repeated until no
new connections are found. Figure 25a) visualizes the
achieved result which represents the finally extracted
groups of markings.

4.2.3 Generation of Hypotheses for Lanes The
strategy for generating hypotheses for lanes is inten-
tionally designed to be very liberal because of the fol-
lowing two reasons: (1) Markings usually appear as
very faint lines. Thus, the line extraction may miss

(a) Image patch

(b) Extracted lines
Figure 24: Original image patch and extracted lines

(a) Grouped lines

(b) Hypothesized lanes
Figure 25: Grouped lines and hypothesized lanes

some of them. Such a failure, however, can be often
compensated by the iterative grouping procedure de-
scribed above. (2) Due to occluding objects like big
trucks or trees, markings are more reliable to extract
in the center of a road than on its sides. Therefore,
two lane segments are hypothesized, one on each side
of a detected group of markings.



In order to construct lane segments from the mark-
ings, general knowledge about the geometry of lanes
is used. Lanes have some lower bounds for length and
curvature radius. Therefore, after polygon approxi-
mation and splitting the groups of markings at sharp
bends, short polygon segments are deleted. Addition-
ally, lanes have in general a certain constant width.
Hence, lane segments are constructed as rectangu-
lar regions on each side of a group of markings (see
Fig. 25b).

4.2.4 Verification of Hypotheses Since the lane
segments are hypothesized in a liberal manner, a so-
phisticated verification is needed in order to discrimi-
nate good from bad hypotheses. To this end, not only
the geometric and radiometric properties of lane seg-
ments are considered, but also knowledge about their
context is included. Here, the following criteria are
used to collect evidence for the presence of a lane seg-
ment:

• Long, parallel groups of markings give high ev-
idence for the presence of a road. Therefore,
lanes that have markings on each side are ex-
tracted first (see Fig. 26).

Figure 26: Parallel lane segments

• Additional markings at the margin of a lane seg-
ment are searched for by using lower thresholds
than in the previous steps. A lane segment is
rated depending on the percentage of dashed or
solid markings (see Fig. 27).

Figure 27: Additionally extracted markings

• As mentioned above, there is a low probabil-
ity that markings can be detected at the sides
of urban roads. However, in some cases small
pieces of markings, curb-stones, and other paral-
lel structures that can support a hypothesis might
be found. Figure 28 shows all parallel edge and
line structures — possibly highly fragmented —
which could be extracted on this particular side
of a hypothesized lane segment on which no par-
allel group of markings was detected.

Figure 28: Extracted line and edge support

• The surface of a lane segment should be homo-
geneous in the direction of a lane. In regions
where this criterion is not fulfilled it is a reason-
able assumption that a car occludes the surface.
Figures 29a) and 29b) visualize the extracted
homogeneous regions and their complementary
regions, respectively. We currently work on a car
detection scheme which will use these regions as
cues about a car’s position and orientation in or-
der to verify (or falsify) such occlusion hypothe-
ses.

• Finally, orthogonal lines at the ends of lane seg-
ments are extracted (see Fig. 30). These lines are
interpreted as cross walks or stop-lines for cars.
This is on one hand useful to obtain information
about the end of a lane. On the other hand, such
an interpretation provides a strong cue for the
presence of a junction or a T-intersection.

Note that no hypothesis is ultimately rejected at this
stage of processing. A reliable decision if a lane seg-
ment belongs to a road or not is only possible when
considering additional features, e.g., the connectiv-
ity of different lane segments and the global network
topology. As mentioned, the results presented above
should be regarded as intermediate steps of a more
complex strategy. Work on this complex strategy is
still in progress.



(a) Homogeneous regions inside lanes

(b) Car hypotheses
Figure 29: Radiometric analysis of lane hypotheses

Figure 30: Extracted orthogonal lines at lane ends

5 CONCLUSIONS

The proposed approach for rural areas is suited for
images with a resolution of 0.2 to 0.5 m. However, the
results are not 100% reliable and complete. Hence, in
operational use, a human operator is needed to edit
the results, i.e., to delete wrongly extracted roads and
to insert missing parts. Nevertheless, the approach
shows that good results can already be achieved based
on grouping algorithms. By means of global grouping
criteria, the knowledge about the topological proper-
ties of roads is incorporated, and we are able to over-
come some deficiencies of the purely local grouping
used in Sect. 3.2. The strengths of the module de-
scribed in Sect. 3.2 are the integration of different
scales and the use of context information. This is the
main reason for the goodcorrectnessof the results.
We showed that a noticeable improvement concern-
ing theconnectivityof the resulting road network is
possible with an integration of global grouping crite-

ria (Sect. 3.3). Experience has shown that the most
critical point of Module II — when using it without
Module I — is the selection of correct seed points for
the path calculations. However, by introducing the
relatively reliable results of Module I, a quite robust
selection was feasible. Both modules could thus sup-
port each other, although they were originally devel-
oped independently. The main reason for the loss of
geometric accuracy after global grouping is that some
added road segments come only from line extraction
or are not verified by image data at all. The comple-
tion of the road network (see Sect. 3.4) showed to be
an adequate tool to add important portions of the road
network. The benefit from this module is quantified
by the reduction of thedetour factor.

For road extraction in urban areas, markings are
the most important features. DSM information has
proven to be very useful to restrict the search space.
Compared with the approach for rural areas, the ex-
traction uses more knowledge about substructure of
roads (markings, lanes) and relations between vehi-
cles and lanes. The preliminary results of this ap-
proach for road extraction in urban areas are encour-
aging.

What is missing in our road extraction scheme is the
link between urban and rural areas. The roads ex-
tracted in rural or urban areas could be used as starting
points for road hypotheses in suburban areas. How-
ever, the problem in suburban areas is that partly the
model for rural, but mostly the model for urban areas
is valid. A consequence would be to employ a suit-
ably extended road and context model and to employ
a flexible extraction strategy.
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